The Ranger Virtual Workshop

1 INTRODUCTION

The Ranger Virtual Workshop (VW) is a set of online
modules covering topics that help TeraGrid users learn
how to effectively use the 504 teraflop supercomputer at
the Texas Advanced Computing Center. The Virtual
Workshop is not meant to replace live workshops, but
rather to complement them. The Virtual Workshop is
available at all times and requires no travel budget.
Participants may need just a portion of the material or may
simply learn better from written materials they use at their
own pace. It also serves as a place where attendees at live
workshops can go to review material that they did not
completely understand during the necessarily short period
of the live workshop. The Ranger Virtual Workshop is
available to all users via the TeraGrid User Portal.

2 AVAILABILITY

The Virtual Workshop is available to everyone, but
registration is required to use the materials. TeraGrid
portal users are automatically registered, and can go
directly to the materials after login to the portal. Those
without a portal account can register at the Virtual
Workshop site.

Registration and login is required for two reasons: it
allows us to identify TeraGrid users, because we are
allocating consulting help only to that group, and it allows
us to add functionality for all users, such as note taking
and progress tracking. It also gives developers more
accurate usage data to base decisions on content and
features. For example, data on incorrectly answered quiz
questions allow identification of content topics that need to
be presented more clearly, and page logs aid
understanding of how people use the materials, and which
topics are most important.

The primary target audience is academic researchers on
TeraGrid who need information on high-performance
computing on Ranger. However, given that the content
ranges from introductory to advanced topics, a much
broader audience could use the materials.

3 ToriCcs

There are seven Virtual Workshop modules completed and
published with six additional topics to be added over the
next quarter. The completed modules are intended to be
living documents that grow and change as the implications
of running applications on Ranger are more completely
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understood. Usage data is recorded for published modules
so that under-utilized modules can be identified and to
ensure that training effort and expertise is focused on the
most relevant areas. The goal of all of the modules is to
provide the user with a solid footing for using any HPC
system, while ensuring that the specific issues associated

with Ranger are addressed.

| Topics |

Ranger Virtual Workshop

Topics

Parallel Programming Concepts and High-Performance Computing
Concepts concerning parallel processing and its efficient realization within diffg
environments.

Ranger Environment
This module provides the information you need in order to start working on Rar]
logging on to Ranger, setting up your environment, moving files to Ranger, conj
system.

Message Passing Interface (MPI)

MPI is a de facto standard specifying the interface and functionality of a mess|
of routines for facilitating communication (exchange of data and synchronizati
distributed memory parallel program. MPI is the first standard and portable me
good performance.

MPI Point to Point Communications
This module details and differentiates the various types of point to point comn]
to point communication involves transmission of a message between a pair of g
collective communication, which involves a group of processes.

OpenMP
In the shared-memory environment that Ranger has on each node, it is much 4
into your code with OpenMP than to do pthread programming from scratch or
introduces OpenMP and describes how to use it.

Fig 1. The Topics page gives a short description for each module.

The System Information modules include the Parallel
Programming Concepts module, the Ranger Environment
module, and a planned module on GridFTP. The Concepts
module is provided to ensure that all VW users have a
common set of terms, concepts and definitions for moving
to more advanced modules. This module is code-free and
covers general concepts such as hardware terminology (e.g.
clusters vs. grids), inter-process communication, and
distributed memory systems. The Ranger Environment
module is designed to provide the user with all of the
information needed to begin using Ranger. The module is
highly Ranger-specific and walks the wuser through
accessing Ranger, configuring the environment, moving
files to Ranger, compiling applications, and using the Sun
Grid Engine (SGE) batch system. These topics are covered
by easy-to-follow step-by-step examples as well as
multimedia clips to walk users through things like



submitting and monitoring jobs on SGE. All examples were
written and tested on Ranger to ensure that the examples
apply directly to the system. Source code is provided for
several simple applications and scripts that will allow users
to verify that their account is fully operational. = The
GridFTP module addresses many of the issues users might
encounter while moving large-scale data around the
TeraGrid. The mechanistics of this tool are discussed and
explained, and a thorough discussion of when and where
GridFTP can be used to accelerate the research process.
Together the system information modules provide users
with all of the to begin
understanding and utilizing Ranger.

There are currently two introductory modules on MPI
and OpenMP with additional modules planned on
Advanced MPI Topics, Hybrid MPI/OpenMP, and
OpenMP. The MPI module covers the basics of writing
and compiling C/C++ and Fortran MPI programs, and
focuses on ensuring that the user understands the general
working of MPL. The various implementations of MPI and
the functions provided by the MPI standard are explained.
This the MPI
programming and uses a very simple MPI program to
demonstrate the key concepts. It focuses on ensuring that
the user understands the content, style, and scope of MPI
messages and spends the most time on discussing MPI
messages, and how these messages function in MPI
communicators. Specific information about compiling and
running MPI on Ranger is also included. The OpenMP
module addresses efficient use of the 16-core Ranger blades
using OpenMP.  The various pragmas and compiler
directives that drive OpenMP are covered along with a
complete discussion of their advantages, disadvantages,
and pitfalls. This module also shows how to control
memory management across individual processes and the
environment variables needed to use OpenMP. A Hybrid
MPI/OpenMP module will address the issues specific to
combining OpenMP for cross-core parallelization and MPI
for cross-node parallelization on Ranger.

The Profiling and Optimization section contains the
Profiling and Debugging module on the use of common
code and debugging tools, as
Optimization and Scalability. The Profiling and
Debugging module covers the basic components of
profiling and debugging. This includes how to generate
call graphs, listing files, what timers are available, and
what data to acquire for profiling. This module provides
an in-depth example on using gprof and gmon to identify
optimization targets. The Performance Application
Programming Interface (PAPI) is also discussed as an
effective programs.
Ranger’s sheer size and high core density provide unique
opportunities as well as new pitfalls as applications are
scaled up. The Optimization and Scalability module covers

information they need

module introduces user to basic

profiling well as

strategy for analyzing parallel

some of these issues and highlights some common
programming concerns that users should understand as
they try to get the most out of the system. The module
provides guidance on what scalability is, how to measure
scalability, and how to detect and correct problems that
may occur as applications move to petascale systems like
Ranger.

The five advanced MPI modules which will cover a
number of topics applicable to everyday researchers
writing parallel code are planned for the future. The
topics include point-to-point communication, collective
communication, datatypes,  groups
management, and one-sided
communication. In each of the advanced sections,
particular care will be taken to ensure that the information
is pertinent to Ranger and MVAPICH2, the MPI-2
implementation for InfiniBand used on Ranger, as there are
important optimizations provided by the Ranger
InfiniBand interconnect. The point-to-point module will
cover all aspects of this type of communication, including
blocking and non-blocking methods, communication
modes, and the Wait/Test functions. Discussions on how to
pick a communication mode, comparisons of system and
synchronization overhead as a function of communication
choices, dealing with deadlock, and using persistent
communications will also be provided. The collective
communication module will include a discussion of
broadcast, scatter/gather methods, all-to-all, and global
computing. This module will also focus on performance
issues related to scaling of the collective communication
model to petascale-size problems, with an emphasis placed
on scaling examples performed on Ranger. All MPI-2
additions to collective communication will be discussed in
this module. Additional modules will cover the details
needed to create custom datatypes and communication
groups. These modules will include detailed examples
focusing on practical situations where using these features
reasonable The  one-sided
communication module will cover this MPI-2 topic with
details on implementation provided by MVAPICH2. In
each of these sections, functional example code will be
available to demonstrate functionality as well as pitfalls.
Each of these modules will also provide in-depth
programming examples and exercises for the reader. The
advanced MPI topics will focus on issues relating to scaling
the various communication methods and protocols to
petascale problems and will make heavy reference and use
of topics discussed in the Scalability module.

An additional module on visualization topics is also
planned. This module will discuss both the tools and
methods which can be used for both interactive and non-
interactive visualizations. The
configuration and use of tools available or practical for use
on Ranger or other petascale systems.
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4 FEATURES
The VW includes a number of features to support the
learning environment.

The navigation is designed to be self-explanatory and
shallow. After login, 99% of the pages can be reached in
three clicks or fewer. General reference pages are available
from all pages via the top navigation bar. The topics are
arranged in suggested order, but sequential progression is
not enforced. Within a module, the participant can either
progress page by page or jump to any page. The current
page is marked in the table of contents.

The Reference page (see Fig. 2) gathers bibliographic and
Web references for all topics in one place, sorted by topic.
All content pages link to the references as appropriate. The
Reference page is complete, but continues to grow as
additional relevant information is found and as topics are
added to the Virtual Workshop.

Welcome shm7?

Ranger Virtual Workshop

ranger Introduction and Environment
Texas Advanced Computing Center, Ranger User Guide

Linux: Limex Cormr
navigate inux flesystem

» Cheat Sheet -
wnd file permiss

& quick guide to common command line operations needed 1o

o,

Linuix: An neroduction to the Linur command line = A more complite and organized tour of Linux commands,

includng sema help using bash and understanding 1/0 redraction.

PUTTY: PUTTY Home - Homa for the swite of graphical SSH chant tools availabla for Windows and most other
systems.

SGE: SGE Home - The web homa for Sun Grid Engine, contains documentation, axamples, and other goodies.
Lustre: LFS System - Wiki page for the Lustre file system, containg documentation and knowbedge base.
Introduction to Parallel Programming

Butenhof, David R., Programming with POSIX Threads, Addison-Wasley, 1097, This book gives an

extraordinanly cogent description of the concepts of concurent programming and approaches to wnting
EOMACT PrOgrams.

Fig 2. The Reference page lists references for all topics.

The Virtual Workshop includes an HPC Glossary. The
Glossary covers terms specific to Ranger as well as general
HPC terms for completeness. The Glossary has about 50
terms and continues to grow. The alphabetical Glossary is
available from all pages via the top navigation bar (see Fig.
3). Glossary terms are also linked as appropriate in the
text. The links pull the definition into the top of the page
for an in-line reference (see Fig. 4).

Home Topics Reference Glossary Help Notebook

Ranger Virtual Workshop

Term Definition

The observation that the speedup that is observed in a par.
the fraction of the calculation that is carried out in parallel |
then the speedup, S = 1/((1-P) + P/N} where N is the numj
execution. In the limit of large N, 5->1/(1-P).

Amdahl's Law

A measure of the speed of information transfer, typically us
communication capability of concurrent computers. Bandwig
bandwidth P o4 P -
both node to node and collective (bus) communication cap

measured in megabytes of data per second.

A standardized program (or suite of programs) that is run td

benchmark .
one computer against the performance of other computers

A fact mamans 1)

d to bold mmonbs pcod uoriohl awhich

Fig 3. The full Glossary is available via the top navigation bar.

Topics

Welcome shm7

Ranger Virtual Workshop

Parallsl Programming Introduction
Concepts and

High- Performance Computing

E rocanaing unit on & com)
This taerm Is 2 spaaszation o
singls cure oe bo all of the cor

s able to pupoart 8 thread of axscution
g L) i ral

Ranger's mast impartant faaturs is that it has tens of thousands of cares for
concument computation, This module i about how to design prograns that
can effectively usa many cores.

mtrudus tiun

Gosts

Fig 4. Using a link to a glossary page pulls the definition in to the page.

Participants have two tools to reinforce and check what
they have learned: exercises and quizzes. Exercises are
practical labs, where the participant is given instructions to
try out what they have learned. All exercises are written to
be run on Ranger (see Fig. 5). Consultants are available for
questions on the exercises as well as on the main content
by either using links inside the Virtual Workshop or by
submitting a ticket to the TeraGrid User Portal help desk
system.

welcome shm?

Ranger Virtual Workshop

| Openp | OpenMP Exercizes
e Thase axerciges will introduce you to using OpenMe for paralial programming.
o There are four exercises:

P 1. Hello workd

2. Parabiel region
3. Dyn
4. Hand o

What is OpenME
* How it wodks

Basalial Constiutt

ng

ng vs. librares

* Loap ctive node of Ranger using your Account:
» Saction R
» Single 0} ints your directory:

o workshare
Harmury manageient
* Shared Memaory

# Thraad Brivate Mamary
The makefile that comes with these exercises & set up to use the Intel

Contral Directivas
compilars, but the PGI complars are the dafault when you log on, 8o switch

Runtime libeary

Fig 5. Example of a lab exercise.

Interactive  quizzes presented as multiple-choice
questions will be added in the next few months. Quizzes
are automatically graded for the users. Incorrect answers
are returned with the correct answer, a short explanation of
why it is the best answer, and a link to the corresponding
material. The results are also written to a database,
enabling the content developers to improve materials for
concepts that are commonly misunderstood, allowing

effort to be focused appropriately.



To address differences in the way people learn and the
occasional difficulty in following written instructions,
some procedures are also available as flash movies with
audio narration. In the sections where a demonstration is
appropriate, screen recordings with audio narration are

included (see Fig. 6).

The clip below is also provided which demonstrates me setting up my
environment, compiling, linking and running the simply app above using the
PG Compiler. As I walk and talk you through all of the steps shown above
and you can follow along in the video.

D>

Eig 6. Demonstrations are included as short video clips.
Participants have the opportunity to customize their
topic pages.
through each topic with a Virtual Workshop-specific
bookmark. When they return to the Virtual Workshop,
they can easily find their “marked page” for each module.

The participant can mark their progress

They can also take notes, or “write in the margins” on as
many pages as they choose. When a note is added to a
page, that note will appear on the page on subsequent
visits (see Fig. 7), but only for the person who created the
note. Notes can also be updated or erased at any time. If
feedback shows sufficient interest, the page note capability
will be expanded to enable note sharing with other
specified participants.

Dividing up work

There are two approaches to parallelizing an appl
the operations that need to be performed and do
different cores. The other is to split up the data ;
subsets of the data in different cores. The forme
functional parallelism, and the latter, data paralle
discussed in more detail below

<= previous

Try to find an example that works with either fun
then test which works better and why.

[ Update my notes ]

Fig 7. This example shows a note that has been added to a page.

In past Virtual Workshops, participants have asked for a
way to view information on how much of the course they
have completed. In response, a Notebook page has been
provided, which includes a summary of their notes,
bookmarks, questions asked, and quizzes submitted, so
they can easily review their progress and jump to points of
interest (see Fig. 8).

0| Hotebook

Welcome shm7

Ranger Virtual Workshop

shm#'s Hotebook

tons 1 have submitbed and the

Quiz history, my submissions and scores.

My marked page for each topic:

Topic Go to marked page

Parallel Programeming Concapts and HEC | ¢

Ranger Environmant SGE.

Maszags Passing Intarface

Tadded noles Lo these pages:

Topic GO to page with notes

RANge Envircrmant

Fig 8. The Notebook page includes information on notes, bookmarks, and
completed exercises and quizzes.

5 ASSESSMENT PLANS

The Virtual Workshop was designed based on experience
developing and delivering Web-based training in High
Computing topics 1995. The
development model has been to incorporate new features

Performance since
each year, evaluate, and retain the features that enhance
the workshop.
included virtual office hours, module walk-throughs,
scheduled progression through the topics, and using video
and audio clips. Usage of all features in the Ranger Virtual
Workshop will be tracked. Special attention will be paid to
understanding which content and features are most-
heavily used, how participants progress through the
materials, and determining whether participants find the
personal notebook valuable.  Later in the program
be added to determine whether
participants are interested in adding public content and
comment via a Wiki. Evaluation will be based on usage
data and annual surveys.

Experimentation in past workshops

experiments will

6 FUTURE WORK

The Ranger Virtual Workshop has been in production since
March, 2008. At that time it included a core set of
introductory modules and all of the basic feedback and
note-taking features. Content and features continue to be
added and improved. Existing topics will be expanded

and improved based on feedback from questions,



comments, experience running performance tests, and
analysis of tools such as quiz results.

As mentioned earlier, graded quizzes will be added for
interactivity and immediate feedback, and a Wiki will be
added for user contribution and discussion. Audio and
video clips will be added to the content modules. The clips
will be authored by content experts and will be used to
enhance a portion of a topic rather than provide a full
presentation, e.g. the majority of a module is text, with a
video included to introduce the topic or explain an
important or difficult concept.

7 CONCLUSIONS

Existing topics will be augmented and new topics will be
added to the Virtual Workshop. Usability will be
improved by adding a Wiki and print options. Usage
tracking began in March 2008, and future development will
be guided by the results.
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