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Abstract

In this work, we develop the large-eddy simulation (LES)/probability density function (PDF) simula-
tion capability for turbulent combustion and apply it to a turbulent CH4=H2=N2 jet flame (DLR Flame
A). The PDF code is verified to be second-order accurate with respect to the time-step size and the grid
size in a manufactured one-dimensional test case. Three grids ð64� 64� 16; 192� 192� 48; 320�
320� 80Þ are used in the simulations of DLR Flame A to examine the effect of the grid resolution. The
numerical solutions of the resolved mixture fraction, the mixture fraction squared, and the density are
duplicated in the LES code and the PDF code to explore the numerical consistency between them. A single
laminar flamelet profile is used to reduce the computational cost of treating the chemical reactions of the
particles. The sensitivity of the LES results to the time-step size is explored. Both first and second-order
time splitting schemes are used for integrating the stochastic differential equations for the particles, and
these are compared in the jet flame simulations. The numerical results are found to be sensitive to the grid
resolution, and the 192� 192� 48 grid is adequate to capture the main flow fields of interest for this study.
The numerical consistency between LES and PDF is confirmed by the small difference between their
numerical predictions. Overall good agreement between the LES/PDF predictions and the experimental
data is observed for the resolved flow fields and the composition fields, including for the mass fractions
of the minor species and NO. The LES results are found to be insensitive to the time-step size for this par-
ticular flame. The first-order splitting scheme performs as well as the second-order splitting scheme in pre-
dicting the resolved mean and rms mixture fraction and the density for this flame.
� 2010 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction

With the rapid development of modern high-
performance computing technologies, numerical
simulations of turbulent reactive flows have
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become a major approach to understanding fun-
damental phenomena of turbulence, combustion
and their strong interactions. Three levels of
numerical simulations exist for turbulent combus-
tion: direct numerical simulation (DNS); large-
eddy simulation (LES); and Reynolds averaged
Navier–Stokes simulation (RANS). DNS resolves
all scales, and hence requires the most computer
resources that are currently prohibitive for a
high-Reynolds number turbulent combustion
problem. RANS models turbulence at all scales
ute. Published by Elsevier Inc. All rights reserved.
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and has the least requirement of resolution and
computer resources. LES resolves the large scales
of turbulence, with the small scales being mod-
eled, which poses an intermediate requirement
for resolution and computer resources between
DNS and RANS. Since the late 1990s, LES has
become accessible to more and more studies and
is likely to be a dominant methodology for the
study of turbulence and turbulent combustion
for a few decades to come.

In the LES of low-Mach number turbulent
reactive flows, closure is required for chemical
reactions due to their small scales compared to
the turbulence resolution length scale, in addition
to the closure requirements for the residual stress
and scalar flux. A few promising closure models
for sub-grid scale (SGS) combustion have
emerged over the last 20 years, mostly derived
directly from the models used in the RANS con-
text, e.g., the laminar flamelet models [1], the con-
ditional moment closure (CMC) [2,3], and the
probability density function (PDF) methods [4–
6]. PDF methods [7] have proved to be most suc-
cessful in predicting turbulence-chemistry interac-
tions in both RANS (e.g., [8,9]) and LES (e.g.,
[10,11]). The analogue of PDF in LES is often
called filtered-density function (FDF) [4] defined
based on the filtering operation normally used in
LES. Different FDF approaches have been devel-
oped in the past, e.g., the composition FDF [6],
the velocity-composition joint FDF [12] etc. The
LES-FDF approaches have been employed in sev-
eral previous studies of turbulent combustion,
e.g., [10,11]. There are different viewpoints of the
PDF used in LES, in addition to FDF. Fox [13]
defined it as a conditional PDF (conditioned on
resolved quantities). Recently, Pope [14] devel-
oped an alternative foundation for LES of turbu-
lent flows based on self-conditioned fields, rather
than on filtering. In this framework, it is the
self-conditioned PDF that is defined to describe
the residual fluctuations. Several advantages are
provided by this method over the traditional
LES as illustrated in [14]. In this work, we follow
this new framework and use the terminology PDF
instead of FDF. Practically, different methods of
LES and PDF do not lead to substantially differ-
ent partial differential equations to be solved. In
fact the particle equations to solve arising from
the current PDF framework are the same as those
in the FDF method [4,6]. At this stage of develop-
ment, the PDF and FDF are different only on the
conceptual level [14]. Meanwhile, almost all mod-
els and algorithms for the PDF methods devel-
oped in the RANS context can be applied
directly in LES.

An important task in advancing PDF methods
in the LES context is to develop efficient and accu-
rate algorithms and codes for practical applica-
tions. Although the LES/PDF (or LES/FDF)
method has been implemented in several previous
Please cite this article in press as: H. Wang, S.B. P
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works (e.g., [6,10,11]), solving the PDF equations
accurately still remains to be investigated and val-
idated in the context of LES. The Lagrangian
Monte Carlo particle method [7] is widely used
to solve the PDF transport equation. In this
method, an equivalent particle system is designed
to represent the PDF, and the evolution of the
particles to represent the evolution of the PDF.
For each particle, a set of stochastic differential
equations (SDEs) is solved in the physical and
composition spaces to account for particle trans-
port, mixing and reaction. Particle tracking and
the accurate solution of the SDEs are hence cru-
cial for the success of the methods. In this work,
we use LES for the velocity, and PDF for the
chemical compositions. The numerical solution
of the coupled SDEs arising from the composition
PDF method is non-trivial and includes an SDE
for particle position and a random ordinary differ-
ential equation for compositions. In all previous
LES-PDF practice, only first-order accuracy is
achieved in integrating the particle equations due
to the lack of second-order splitting schemes for
the coupled SDEs. Recently, Wang et al. [15]
developed several second-order splitting schemes
to solve the coupled SDEs more accurately.

In this work, we develop the LES/PDF capa-
bility for turbulent combustion. A new PDF code
called HPDF has been developed with the follow-
ing attributes: second-order accuracy in space and
time; scalable up to 4096 cores; supporting Carte-
sian and polar cylindrical coordinate systems; par-
allelizable by domain decomposition in two
dimensions; and it has a general interface to facil-
itate coupling to different existing LES (or RANS)
codes. Here, we link HPDF to an existing LES
code [18,19,10] to study a turbulent CH4=H2=N2

jet flame (DLR Flame A) [16,17]. In this first pub-
lication based on the new code, we address the fol-
lowing issues: the verification of the PDF code,
the effect of the LES grid resolution, the consis-
tency between LES and PDF, the sensitivity of
the LES results to CFL number, and the perfor-
mance of different time-integration schemes
(first-order and second-order) in HPDF. Compar-
ison is also made with the experimental data
[16,17] to show the capability of the LES/PDF
code. This study establishes the basis for our
future work to consider many species, differen-
tial–diffusion, advanced numerical models etc. in
LES/PDF.

In this initial study, to address the above
issues, we select a flame without strong turbu-
lence/chemistry interactions so that it can be
accurately described by a simple combustion
model. Accordingly, we make the following sim-
plifications. First, a single laminar flamelet pro-
file is used in both LES and PDF to retrieve
density and compositions as functions of mixture
fraction. DLR Flame A ðRe ¼ 15200Þ exhibits
very little local extinction. For this flame, the
ope, Proc. Combust. Inst. (2010), doi:10.1016/
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flamelet profile is expected to be capable of rep-
resenting the turbulent non-premixed flame rea-
sonably well. Second, no feedback (primarily
density) from PDF to LES is taken into account.
We refer to this as one-way coupling. In LES,
the transport equations for the mass, the
momentum, and the resolved mixture fraction
and mixture fraction squared are solved, and
the density is obtained from the flamelet profile
by presuming a beta-PDF for the SGS fluctua-
tions of the mixture fraction. The velocity, diffu-
sivity, and density obtained from LES are used
in the particle transport. The first two moments
of the mixture fraction from LES and PDF are
mathematically consistent, which provides a use-
ful verification for the PDF code to ensure that
the particle operations (particle transport, mixing
etc.) are performed correctly and accurately. The
density obtained from PDF is computed for out-
put only to compare it with the density from
LES. No feedback from PDF to LES takes place
in this study. This one-way coupling is adequate
for addressing the numerical issues studied in
this work. In contrast, two-way coupling would
have feedback from PDF to LES in order to
obtain density that can be used for the LES solu-
tion (and for the particle transport). This two-
way coupling between LES and PDF is an
important issue which will be addressed in our
future work.

LES simulations of DLR Flame A have been
performed by Ihme et al. [23] for the study of
noise generation. In that study, a flamelet/pro-
gress variable combustion model is employed.
The numerical results of the resolved mean and
rms of the axial velocity, the mixture fraction
and the temperature were found to be in very
good agreement with the measurement [16,17] at
the axial locations x=D ¼ 10; 20, and 40. PDF cal-
culations of DLR Flame A in the RANS context
have been performed by Lindstedt and Ozarovsky
[24]. A reduced reaction mechanism containing 20
species is used in the PDF calculations. Generally,
good agreement of the PDF results with the exper-
imental data is observed for the velocity, temper-
ature, and the species mass fractions. No work
has been previously reported in the literature
based on the LES/PDF approaches for this flame.
2. Computational details

2.1. LES solution

The LES code used in this work is based on
[18,19,10]. The LES transport equations for mass,
momentum and scalars are cast in a cylindrical-
coordinate form for the simulations of the jet
flame. The equations are solved using a finite-
difference method in the cylindrical-coordinate
Please cite this article in press as: H. Wang, S.B. P
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system with a structured non-uniform grid
and with second-order accuracy in space and
time. The pressure projection (or fractional-step
method) is used to enforce continuity. The Sma-
gorinsky model with the dynamic procedure is
employed to obtain the SGS eddy viscosity lsgs

and diffusivity Csgs. Details of the LES solution
algorithms can be found in [10,18,19].

The transport equations for the resolved mix-
ture fraction ~n and the resolved mixture fraction
squared en2 are solved in LES. The dissipation rate
~v of the residual variance of mixture fraction is
modeled as

~v ¼ Cr~n � r~nþ Csgs þ 2C
� �fn002=D2; ð1Þ

where C is the molecular diffusivity, fn002 is the
residual variance of mixture fraction ðfn002 ¼ en2�
~n2Þ, and D is the filter size. The tilde “�” denotes
density-weighted filtering.

A single laminar flamelet profile / ¼ FðnÞ
(where / is species mass fractions Y, temperature
T, density q, etc.) is used to obtain the composi-
tions, which is obtained from an OPPDIF [20] cal-
culation. The GRI 2.11 mechanism [21] is used to
describe the chemical reactions in OPPDIF, and
the mixture-averaged formula for diffusion veloc-
ities is used to treat molecular transport. A nom-
inal strain rate of an ¼ 100 s�1 is specified for the
OPPDIF calculation.

A beta-function PDF is presumed for the SGS
mixture fraction fluctuations, and a pre-computed

2D table ~/ ¼ G ~n; fn002� �
is created based on the

flamelet profile to retrieve resolved species mass

fractions eY, temperature eT , and density �q in

LES given the solutions of ~n and fn002 . The overline
“–” denotes the filtering operation.

The molecular transport properties used in
LES are approximated by the following relations,
which are obtained from an empirical fit to the
laminar flame calculations:

l=�q ¼ m0ðeT =T 0Þ1:66
; ð2Þ

C ¼ c0m0ðeT =T 0Þ1:69
; ð3Þ

where m0¼ 2:22�10�5m2=s; T 0¼ 300 K; c0¼ 1:22.
Thus, l=�q and C are taken to depend solely on eT .

2.2. PDF methods and particle methods

The composition PDF method accounts for
the evolution of the PDF f ðwÞ of compositions
/ explicitly by solving the PDF transport equa-
tion. The PDF equation is solved numerically by
the particle-mesh method. The LES grid is also
used in the PDF code for constructing statistics
and performing mixing. The following modeled
SDEs for an ensemble of particles are integrated
which represent the PDF,
ope, Proc. Combust. Inst. (2010), doi:10.1016/
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Fig. 1. Numerical error E as a function of grid spacing
Dx for the 1D test of the HPDF code. Circles, mean
mixture fraction; diamond, mean mixture fraction
squared; squares, mean density; error bars, 95% confi-
dence intervals; dashed lines, reference lines with slope
one and two, corresponding to first and second-order
spatial accuracy, respectively.
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dXðtÞ ¼ eU þr �q Csgs þ C
� �� �

�q

� 	�
dt

þ 2 C�sgs þ C�
� �h i1

2

dW; ð4Þ

d/ðtÞ ¼ �X� /� e/�� �
dt þ Sð/Þdt; ð5Þ

where XðtÞ is the particle position, eU is the re-
solved velocity field, X is the scalar mixing fre-
quency, S is the reaction source term, and the
superscript “*” denotes evaluating the quantity
at ðXðtÞ; tÞ. The IEM model is used to model the
mixing in the scalar Eq. (5).

A simple splitting scheme can be constructed
to integrate the SDEs (4) and (5), e.g., TEulerMR
which denotes taking sub-steps of transport T,
mixing M, and reaction R in this order each for
a time-step Dt. The first-order Euler scheme is
used to integrate (4) in this splitting, and overall
first-order accuracy is observed for this scheme.
Different types of second-order splitting schemes
are developed in [15]. In this work, we consider
the following type of second-order splitting,
TkpMRMTkp, in which T and M appear twice to
indicate that the transport and mixing are per-
formed twice with time-step size Dt=2 within each
time-step. A second-order SDE scheme KP [22] is
used to integrate (4) in this splitting. Details about
the second-order splitting for (4) and (5) are given
in [15].

The coefficients needed for integrating (4) and
(5) (e.g., eU�;C�sgs;X

�) are obtained by interpolat-
ing the corresponding LES grid-based fields to
the particle locations with simple tri-linear inter-
polation. A mesh grid identical to the LES grid
is used to track the particles and to form the sta-
tistics. Ghost cells with particles are used on the
inflow/outflow boundary of the computational
domain to have the desired particle mass flow rate
through the boundary. Algorithms for particle
cloning and annihilation are used to ensure an
approximately constant number of particles in
each cell after each particle transport sub-step,
so that sufficient particles are available to form
cell ensemble statistics, e.g., the density �qp and
the qth moment of the mixture fraction enq

p (where
the subscript “p” denotes a quantity obtained
from the particles to distinguish it from the same
quantity obtained from LES). In a given cell con-
taining N particles, these quantities are deter-
mined as

�qp ¼
XN

i¼1

m�i

,XN

i¼1

m�i v�i ; ð6Þ

enq
p ¼

XN

i¼1

m�i n
�q
i

,XN

i¼1

m�i ; ð7Þ

where m�i ; v
�
i , and n�i are the mass, specific volume

and mixture fraction of the ith particle in the cell.
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In this work, only a single scalar (mixture frac-
tion) is considered in the scalar Eq. (5). The first

two moments enq
pðq ¼ 1; 2Þ from the particles are

consistent mathematically with enqðq ¼ 1; 2Þ from
LES given that the mixing frequency X in

Eq. (5) is modeled as X ¼ ~v=
f
n0

2

. The laminar flam-
elet profile / ¼ FðnÞ is used to obtain density,
temperature and species mass fractions for
particles.
3. Verification of the HPDF code

The new HPDF code is verified for grid con-
vergence and temporal convergence using the
manufactured 1D test case described in [15].
Details about the testing are given in [15]. The grid
convergence is shown in Fig. 1. The convergence
error E [15] is measured in terms of ~np;

en2
p, and

the particle mass density .p ¼
PN

i¼1m�i =V cell, where
V cell is the volume of the corresponding grid cell.
It is clear from Fig. 1 that (for small Dx) all of
the errors are proportional to Dx2, thus verifying
the second-order spatial accuracy of the HPDF
code.

The temporal convergence is shown in Fig. 2
for both the first-order and second-order splitting
schemes discussed in Section 2.2. For the first-
order splitting scheme (the left sub-plot of
Fig. 2), the errors for small Dt are proportional
to Dt, which confirms the first-order temporal con-
vergence of the scheme. For the second-order
splitting scheme (the right sub-plot of Fig. 2),
the errors for small Dt are proportional to Dt2,
thus verifying the second-order accuracy of the
scheme.
ope, Proc. Combust. Inst. (2010), doi:10.1016/
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Fig. 2. Numerical error E as a function of time-step size
Dt for the 1D test of the HPDF code (left, first-order
splitting scheme; right, second-order splitting scheme).
Circles, mean mixture fraction; diamonds, mean mixture
fraction squared; squares, mean density; error bars, 95%
confidence intervals; dashed lines, reference lines with
slope one and two, corresponding to first and second-
order temporal accuracy, respectively.
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Next we link HPDF with the LES code
[18,19,10] and perform the LES/PDF simulations
of DLR Flame A.
4. LES/PDF calculations of DLR Flame A

A simple turbulent jet flame of CH4=H2=N2

[16,17] at moderate Reynolds number ðRe ¼
15200Þ, DLR Flame A, is chosen for the study
in this work. The jet nozzle has a diameter of
D ¼ 8 mm (with bulk velocity U 0 ¼ 42:2 m=sÞ
surrounded by a low-velocity air coflow (0.3 m/
s). The fuel consists of 22:1% CH4; 33:2% H2,
and 44:7% N2 by volume. The flame exhibits very
little local extinction, and hence is suitable for this
study using a single laminar flamelet profile to
obtain the thermochemical properties.

The computational domain is specified to be
½0; 120D� � ½0; 30D� � ½0; 2p� in the axial ðxÞ, radial
ðrÞ and azimuthal ðhÞ directions. Three non-uni-
form grids are used in the simulations, of sizes
64� 64� 16; 192� 192� 48, and 320� 320� 80
in axial, radial, and azimuthal directions. The
grids are concentrated near the nozzle in the axial
and radial directions. In HPDF, the same compu-
tational domain and grid size are used as in LES.
The time-step size is determined by a fixed maxi-
mum CFL number (=0.2) based on the axial
direction only, and the same time-step size is used
in both LES and PDF. The CFL number is
defined as CFL ¼ jU jDt=Dxþ 4meffDt=Dx2, where
U ; meff ;Dt, and Dx are the axial velocity, effective
kinematic viscosity, time-step size, and axial grid
size, respectively. The maximum CFL number
occurs near the jet exit, where the axial velocity
is large and the grid spacing is small. The resulting
Please cite this article in press as: H. Wang, S.B. P
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time step is relatively small, e.g., Dt � 3:3 ls for
the 192� 192� 48 grid. The value of CFL = 0.2
is used for all the results presented below except
in Section 4.4 where the sensitivity to time-step
size (CFL = 0.1, 0.2, 0.5, and 0.8) is explored.

4.1. Effect of LES grid resolution

We first discuss the time-averaged LES calcula-
tions of the flow field in DLR Flame A and their
comparison with the experimental data [16,17].
Figure 3 compares the time-averaged radial profiles
at the four axial locations x=D ¼ 5; 10; 20; and 40.
Time-averaging is denoted by h�i. The quantities
shown are the resolved axial velocity h eU i, the
resolved axial turbulence intensity hu00i ¼
ðhð eU Þ2i � h eU i2Þ1=2, the resolved Reynolds shear
stress hu00v00i ¼ h eU eV i � h eU iheV i, the resolved mean
mixture fraction h~ni, and the resolved root mean
square (rms) hn00i ¼ ðhð~nÞ2i � h~ni2Þ1=2. As may be
seen from Fig. 3, the results from the two finest grids
(192� 192� 48 and 320� 320� 80) are almost
coincident, with the largest differences being in
hu00i at x=D ¼ 5. There is striking agreement
between these results and the experimental data.
In contrast, the results from the coarse grid
ð64� 64� 16Þ are significantly different (and in
extremely poor agreement with the experimental
data). The 192� 192� 48 grid seems adequate to
capture the flow fields of interest, and hence this
grid is used to obtain all the results presented below.

4.2. Consistency between LES and PDF

In this work, the fields of mixture fraction (~n

and en2 ) and density �q are duplicated in the LES
and PDF codes. The evolution equations for the

resolved mixture fraction ~n and mixture fraction

squared en2 used in LES are consistent with those
for the first two moments implied by the modeled

PDF equation ð enq
p; q ¼ 1; 2Þ given the proper

modeling of the residual mixture fraction dissipa-
tion rate ~v (Eq. 1) and the mixing frequency X

(modeled as X ¼ ~v=fn002 ) in Eq. (5). Numerically,
these results are not the same due to the different
numerical errors involved in the LES and PDF
codes. It is interesting to see how different these
two sets of numerical results are from each other.
This mathematical consistency of the mixture
fraction field from LES and PDF provides a use-
ful testing for the PDF code. The density field
from LES �q, however, is not consistent with the
density from PDF �qp due to the different probabil-
ity distribution of SGS mixture fraction used in
the LES code (presumed beta-PDF) and in the
PDF code (explicitly solved from the PDF trans-
port equation).

In HPDF, 50 particles per grid cell are used,
resulting in about 88 million particles in total for
ope, Proc. Combust. Inst. (2010), doi:10.1016/
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Fig. 3. Radial profiles of the time-averaged axial velocity h eU i, the axial turbulence intensity hu00i, the Reynolds shear
stress hu00v00i, the resolved mean mixture fraction h~ni, and the resolved rms hn00i at the four axial locations x=D ¼ 5; 10; 20,
and 40. Symbols: experimental data [16,17]; Lines: LES calculations, dash-dotted — 64� 64� 16 grid, dashed —
192� 192� 48 grid, solid — 320� 320� 80 grid.
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the grid 192� 192� 48. The code starts from
existing LES fields in the statistically-stationary
state, and initializes the particle properties from
the LES fields, e.g., initializing the particle mix-
ture fraction by interpolating the LES field ~n to
the particle locations. About 50,000 time steps
are marched for the particles to reach the statisti-
cally-stationary state. Then, another 50,000 time
steps are executed to perform time averaging.
The 50,000 time steps correspond to about seven
flow through time estimated based on the center-
line jet inlet velocity. The second-order time inte-
gration scheme TkpMRMTkp (Section 2.2) [15] for
the particle equations (Eqs. (4) and (5)) is used in
all the following simulations unless otherwise
specified.

In Fig. 4, we compare the radial profiles of

h~ni; hn00i, the total rms hn00iTotal ¼ ðh
en2i � h~ni2Þ1=2,
Please cite this article in press as: H. Wang, S.B. P
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and the density h�qi from LES and PDF at the four
axial locations x=D ¼ 5; 10; 20; and 40. Note that

the total variance hn00i2Total consists of two parts:

the resolved variance hn00i2 ¼ hð~n Þ2i � h~n i2 and

the residual variance hn00i2Residual ¼ h
en2 i � hð~n Þ2i,

i.e., hn00i2Total ¼ hn
00i2 þ hn00i2Residual. The calculations

of h~n i; hn00i; hn00iTotal from LES (solid lines) and
PDF (dashed lines) on the same grid
192� 192� 48 are slightly different, yet both agree
with the experimental data reasonably well. Due to
the mathematical consistency discussed above,
hypothetically the difference between the LES and
PDF predictions on the same grid is caused by
the different numerical truncation errors in the dif-
ferent numerical methods. To support this hypoth-
esis, we plot the LES results on a finer grid
320� 320� 80 already shown in Figs. 3 and 4
ope, Proc. Combust. Inst. (2010), doi:10.1016/
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Fig. 4. Radial profiles of the time-averaged mean h~ni, the resolved rms hn00i, the total rms hn00iTotal, and the density h�qi at
the four axial locations x=D ¼ 5; 10; 20, and 40. Symbols, experimental data [16]; solid lines, LES calculations
ð192� 192� 48Þ; dashed lines, PDF calculations ð192� 192� 48Þ; dash-dotted lines, LES calculations
ð320� 320� 80Þ. (The calculations of hn00i and hn00iTotal are both compared to the experimental data for hn00iTotal.)
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(dash-dotted lines) for reference. The difference
between the LES results on the two different grids
is expected to be on the order of Dx2 where Dx is a
nominal grid size for grid 192� 192� 48. The dif-
ference between the LES and PDF results on the
same grid in Fig. 4 is not greater than that between
the LES results on the different grids, which sug-
gests that such difference between LES and PDF
is on the order of Dx2, the expected order of magni-
tude of the numerical truncation errors in the
current simulations. The PDF calculations are in
slightly better agreement with the experiments
(and with the LES results on the finer grid) than
those by LES, e.g., hn00iTotal near the jet edge and
its peak values at x=D ¼ 5; 10 and 20, which is prob-
ably due to the lower spatial truncation errors in the
particle method. The percentage of the resolved
rms hn00i of mixture fraction over the total predicted
rms hn00iTotal is about 80% near the peak value for
the LES results and 95% for the PDF results. This
slightly better resolution of the PDF results is prob-
ably also due to the lower spatial truncation errors.
Please cite this article in press as: H. Wang, S.B. P
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The density calculations from LES and PDF
are in good agreement as shown in Fig. 4. The
slight discrepancy can be explained by the differ-
ent numerical errors involved in LES and PDF,
and by the different probability distribution of
SGS mixture fraction in LES and PDF. Recall
that in this work, there is no feedback of density
from the PDF code, i.e., the density used in the
LES code and in the particle transport is from
the LES code. The numerical consistency of the
density from LES and PDF makes this one-way
coupling strategy acceptable for this study.

4.3. Composition fields

In this sub-section, we examine in detail the
calculations of the composition fields in DLR
Flame A. Figure 5 shows the radial profiles of the

time-averaged resolved temperature heT i, and the

resolved mass fractions heYi of CH4;O2;CO2;
H2O;CO;H2;OH, and NO at the four axial loca-
tions x=D ¼ 5; 10; 20; and 40. Figure 6 shows the
ope, Proc. Combust. Inst. (2010), doi:10.1016/
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Fig. 5. Radial profiles of the time-averaged mean temperature heT i, and mean mass fractions of CH4;O2;
CO2;H2O;CO;H2;OH, and NO at the four axial locations x=D ¼ 5; 10; 20; and 40. Symbols, experimental data [16];
solid lines, LES calculations; dashed lines, PDF calculations.

8 H. Wang, S.B. Pope / Proceedings of the Combustion Institute xxx (2010) xxx–xxx
time-averaged rms temperature ððheT 2i � heT i2Þ1=2Þ
and the time-averaged rms species mass fractions

ðheY2i � heYi2Þ1=2. These quantities are computed

based on the 2D flame table e/ ¼ Gð~n; fn002Þ in LES
and based on the flamelet profile / ¼ FðnÞ in
PDF (see Section 2.1). Overall good agreement of
the calculations with the experimental data [16] is
observed, including for the minor species and
NO, largely due to the accurate calculation of the
Please cite this article in press as: H. Wang, S.B. P
j.proci.2010.08.004
mixture fraction as shown in Fig. 4. The discrep-
ancy between the calculations and the measure-
ment may be explained by the single laminar
flamelet model, which does not account for the
effect of fluctuations of the scalar dissipation rate
on the flame, and the effect of local extinction.
The difference between the LES and PDF predic-
tions is small as expected, given the similar predic-
tions of mixture fraction in LES and PDF shown in
Fig. 4.
ope, Proc. Combust. Inst. (2010), doi:10.1016/
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Fig. 6. Radial profiles of the rms temperature, and rms mass fractions of CH4;O2;CO2;H2O;CO;H2;OH, and NO at
the four axial locations x=D ¼ 5; 10; 20; and 40. Symbols, experimental data [16]; solid lines, LES calculations; dashed
lines, PDF calculations.
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4.4. Effect of time-step size and integration schemes

In the results discussed above, a maximum
value of CFL = 0.2 is used. Here we vary the
maximum CFL number (0.1, 0.2, 0.5 and 0.8) to
examine the sensitivity of the LES results to
time-step size. The LES results with different max-
imum CFL numbers are compared in Fig. 7 for
h eU i; hu00i; hu00v00i; h~n i; hn00i, and h�qi at x=D ¼ 20.
The results are insensitive to the examined maxi-
mum CFL number. For this particular simulation
Please cite this article in press as: H. Wang, S.B. P
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setup, the axial velocity U decreases and the axial
grid size Dx increases along the axial direction.
This results in smaller local CFL number in most
of the downstream compared to the specified max-
imum CFL number. The maximum local CFL
number from a plane normal to the axis against
the axial distance is examined and plotted in
Fig. 8 for the specified maximum CFL = 0.2. As
can be seen in the figure, the local maximum
CFL decreases rapidly in the axial direction, and
in the downstream (i.e., x=D > 20), the local
ope, Proc. Combust. Inst. (2010), doi:10.1016/
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Fig. 7. Radial profiles of the time-averaged axial velocity h eU i, the axial turbulence intensity hu00i, the Reynolds shear
stress hu00v00i, the resolved mean mixture fraction h~ni, the resolved rms hn00i, and the density h�qi at x=D ¼ 20. Symbols,
experimental data [16]; solid lines, LES with CFL = 0.1; dashed lines, LES with CFL = 0.2; dash-dotted lines, LES with
CFL = 0.5; dotted lines, LES with CFL = 0.8.

Fig. 8. Maximum local CFL number from a plane
normal to the axis against the axial distance x=D for the
maximum specified CFL = 0.2.
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CFL number is at least one order of magnitude
lower than the specified maximum CFL. At the
axial distance of x=D ¼ 20 where the results are
compared in Fig. 7, the local maximum CFL
number is about 0.02 which is one order lower
than the specified maximum CFL=0.2. Therefore,
with maximum CFL of order one, the local tem-
poral discretization error OðDt2Þ is two orders of
magnitude smaller than the spatial discretization
error OðDx2Þ for downstream, which can explain
why the LES results in Fig. 7 are not sensitive to
the maximum CFL number. Due to numerical
instability, the maximum CFL number for this
Please cite this article in press as: H. Wang, S.B. P
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code cannot be increased to greater than one
[18,19]. We expect that the spatial discretization
error dominates the temporal discretization error
for the jet simulations with the current LES code.

In all the previous LES/PDF practices with
Lagrangian Monte Carlo particle methods, only
first-order temporal accuracy is achieved in inte-
grating the coupled SDEs for particles (Eqs. (4)
and (5)) due to the lack of second-order splitting
schemes for the SDEs. In this work, a second-
order splitting scheme for the SDEs developed in
[15] is applied in the simulation of the turbulent
jet flame. The performance of the second-order
scheme has been shown in [15] and in Fig. 2 for
a manufactured 1D test case. The first-order and
second-order splitting schemes are further com-
pared in the simulation of DLR flame A in
Fig. 9. The first-order splitting scheme is found
to be as good as the second-order scheme in pre-
dicting the resolved mean h~n i, the resolved rms
hn00i, and the density h�qi. The relative difference
of the calculations from these two splitting
schemes is within 5%. This small difference is
probably due to the fact that the temporal discret-
ization error is dominated by the spatial error so
that the differences between the two splitting
schemes are not revealed. The first-order splitting
scheme seems adequate to evolve the particles
accurately for this flame, which is a useful obser-
vation because the first-order splitting scheme
has only about half of the computational cost of
the second-order splitting for the simulations
in this work. Meanwhile, this is a valuable
ope, Proc. Combust. Inst. (2010), doi:10.1016/
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Fig. 9. Radial profiles of the time-averaged mean h~ni, the resolved rms hn00i, and the density h�qi at x=D ¼ 20. Symbols,
experimental data [16]; solid lines, PDF with first-order splitting scheme; dashed lines, PDF with second-order splitting
scheme.
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conclusion to support the appropriate usage of
first-order splitting schemes in all previous LES/
PDF practices. This, however, does not suggest
that the first-order splitting is adequate for the
integration of the particle equations (Eqs. (4)
and 5) in all applications of PDF methods. For
the simulations of turbulent flows with more
uniform local CFL number in the whole computa-
tional domain, the temporal truncation errors
may be comparable to the other numerical errors,
and hence the superiority of the second-order
splitting schemes may be evident in those situa-
tions like in the test cases in [15] and in Fig. 2.

4.5. Computational cost

We estimate the computational cost of the
LES/PDF code for the 192� 192� 48 grid with
the second-order splitting scheme. About 1.77 mil-
lion grid cells are used in the LES and PDF. A
number of 50 particles per cell is used in HPDF,
resulting in about 88 million particles in total.
The simulation is performed using 256 cores on
the Linux cluster Ranger at the Texas Advanced
Computing Center. A 2D domain-decomposition
of 64� 4 in axial and radial directions is specified
in the LES code. A different domain-decomposi-
tion strategy is used in HPDF, which optimizes
the domain-decomposition automatically by bal-
ancing the estimated overall workload (including
field operations and particle operations) on each
core. The resulting domain-decomposition in
HPDF happens to be the same as in LES in this
case. The computational cost of the LES/PDF
code is about 1600 l s per grid cell per time-step.
The wall clock time for the code to run for 50000
time steps is about 6.4 days on 256 cores. The
cost for the LES part is about 155 ls per grid cell
per time-step. The HPDF code costs about 26 ls
per particle per time step. The cost percentage of
the HPDF code over the whole code is 90%, i.e.,
the HPDF cost dominates the LES cost. The
parallel scalability of the LES/PDF code depends
primarily on the scalability of the HPDF code.
We have profiled the HPDF code in a simple 3D
Please cite this article in press as: H. Wang, S.B. P
j.proci.2010.08.004
manufactured test case. So far, it is found that
HPDF scales well up to 4096 cores for a fixed size
problem per core. It is expected that the LES/
PDF code scales well up to the same number of
cores. More scalability tests will be performed in
the future work.
5. Conclusions

In this work, we perform LES/PDF simulations
of a turbulent CH4=H2=N2 jet flame (DLR Flame
A). A manufactured 1D test case is used to verify
the convergence of the PDF code, specifically to
verify the second-order convergence in space, and
the first-order and second-order convergence in
time for the first-order and second-order splitting
schemes, respectively. Three grids ð64� 64� 16;
192� 192� 48; 320� 320� 80Þ are used in the
simulations to examine the effect of the grid resolu-
tion. The numerical results are found to be sensitive
to the grid-refinement. The moderate resolution of
192� 192� 48 is found adequate to capture the
flow fields of interest. The LES and PDF results
for the mean and rms mixture fraction and mean
density are compared to examine the numerical
consistency between LES and PDF. Good agree-
ment between them is observed, suggesting good
numerical consistency. Both LES and PDF results
are compared with the experimental data. Overall
good agreement of the predictions with the experi-
mental data is observed, showing the capability of
the employed models to represent the flow and
composition fields of this flame. The LES results
are found to be insensitive to the maximum CFL
number because the local CFL number is much
smaller than the maximum specified CFL in the
downstream, and the temporal discretization error
is mostly dominated by the spatial discretization
error. The performance of the first and second-
order splitting schemes for the particle equations
is compared in the jet flame simulations. For this
flame, the first-order splitting scheme performs as
well as the second-order splitting scheme in predict-
ing the mean and rms mixture fraction and mean
ope, Proc. Combust. Inst. (2010), doi:10.1016/
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density. This work establishes the basis for our
future work to consider two-way coupling, molec-
ular diffusion, detailed chemistry, other flames
etc. in LES/PDF.
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